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Abstract

This paper critiques certain overoptimistic attitudes towards the rise of the artilect (i.e. a godlike, massively intelligent machine) later this century, by spelling out more clearly the many ways in which things could go very badly wrong as the IQ gap between humans and machines closes.
1. Introduction

This introductory section establishes the context of the “species dominance debate” (i.e. whether humanity should or should not build artilects (artificial intellects) later this century. 

Moore’s Law (that the number of transistors placed on a chip keeps doubling every 18 months or so) has been true for more than 40 years and is likely to remain true at least until about 2020, by which time it should be technically possible to put a single bit of information on a single atom. At such tiny scales, the switching time of an atom (the time taken to switch a “0” state into a “1” state, or vice versa) is femto-seconds, i.e. 10-15 of a second. There are a trillion trillion atoms in any hand held object, so if each atom could be “nanoteched” into a “nanocomputer”, with each atom switching in femto-seconds, then the total computing capacity of such a hand sized device would be about 1040 bits a second, which is about 1024 (i.e. a trillion trillion) times the equivalent estimated switching capacity of the human brain (which is thought to be about 1016 bits per second). Reversible (i.e. non heat producing) computing techniques will allow 3D circuits to be made with virtually no limit to size, since there would be no heat dissipation problem, as we have today. One is then free to conceive of asteroid sized computers with a bit processing rate of about 1060 bits per second, vastly superior to the human rate. With asteroid sized (topological) quantum computers, with their exponentially superior processing speeds compared to today’s classical computers, the superiority becomes even more astronomical.
Of course, mere superior bit processing rates are not sufficient to create machines that are massively more intelligent than human beings. Agreed! What is needed for that (many people argue) is an intimate knowledge of how the micro-circuitry of the human brain works. With the rise of nanotech(nology) it will be possible to create nano-tools that can assist the neuro scientists greatly in deciphering the principles of how the human brain works. Understanding the human brain remains one of the greatest challenges of 21st century science. 

It is therefore likely, that in the coming few decades, the human brain will be far better understood, and as soon as a new neuro scientific insight is discovered, it will be incorporated immediately into “artificial brains”, to increase the level (and hence the usefulness) of artificial intelligence.
This author believes that by about 2030, the world’s biggest industry will be “artificial brains”, because they will be needed to control the household robots that will be in nearly every home, for which people will be prepared to pay big money, if their “homebots” become truly intelligent and genuinely useful. This author is so convinced of this scenario that he is actively promoting it in China, giving regular talks to powerful people and universities in China that the Chinese government should undertake to invest heavily in the research field of “artificial brains”. 
Given China’s sustained economic growth rates of around 10% per year, and the size of its population (1.3 billion people), it is inevitable that China will be the dominant player this century. The country has shown what it can do when it sets it mind to a task, e.g. with the Olympics, and is now the world’s 3rd space power. It has just built the world’s tallest building, in Shanghai. But these things are largely examples of playing “catch up” with the west. The next step for China is to learn how to lead the world. Given the profound importance of the field of “artificial brains” to the world economy, it is a field that China will need to dominate. This author is therefore suggesting actively to the Chinese government and its scientific advisors, that China be the first country in the world to establish a NASA-like institution labeled “CABA” (Chinese Artificial Brain Administration), i.e. a government run administration, consisting of thousands of scientists and engineers, to build China’s national artificial brain, within the next 5-10 years.
2. The Species Dominance Debate Heats Up
It is therefore likely in the coming decade, that the US and China will be competing for first place in the growing fields of “artificial brains” and AGI (artificial general intelligence). We can expect in the next few decades that the general intelligence level of household robots will increase, and that each year, millions if not billions of people will notice that this year’s homebot models are smarter and more useful than last year’s models. At first, this will generally be considered to be a good thing, because it will liberate humanity from the “3 Ds”, i.e. those jobs that are “dull, dirty and dangerous”. Standards of living will rise, and humanity will be able to trade off working time for leisure time, and still earn good money.
But, as the “IQ gap” between human beings and smart computers keeps closing, millions of people will be asking questions such as “How intelligent can these machines become?” “Could they become as intelligent as us?” “Could they become more intelligent than human beings?”  “If so, is that a good thing?” “Aren’t there risks to us if our machines become smarter than we are?” “Should a legal global limit be placed on the intelligence level of machines?” “Could such a limit be enforced?” “Wouldn’t the economic and military momentum against stopping the rise of artificial intelligence levels be very very strong?” “Could conflict arise between human groups who differ in their opinions as to whether they want to build godlike massively intelligent machines or not?”
Such questions are typical in the “species dominance debate”, that is now beginning to heat up amongst the intellectuals and scientists working in the fields of AI (artificial intelligence), AGI (artificial general intelligence) and artificial brains. A few years ago, when the first books were beginning to come out on this topic, it was fair to say that the level of global awareness on the species dominance issue was characterized by the phrase “intellectuals crying in the wilderness”. That is now no longer the case. The English speaking countries are now coming out with major TV documentaries and movies on the topic (e.g. the BBC in the UK, and the ABC in the US in 2006. In 2009, several movies will appear in the US, Australia and Canada on the rise of intelligent machines. 

There are already internet based organizations around the world with thousands of members who take seriously the prospect that humans will be sharing the world with increasingly intelligent machines, and debating how to manage such a world. However, unfortunately, at the time of writing (Oct 2008) these people are largely “techie” types, i.e. people working in computer related fields, who are in a much stronger position to see “the writing on the wall” and who are aware of the implications of Moore’s Law, and the impact that a more powerful knowledge of neuro science etc. will have on our future levels of artificial intelligence.
Techies tend to be rather ignorant of political science, philosophy, and history. It is the opinion of this author that too many AI techies have too rosy a picture of what our future world will be like when we are building ever more intelligent machines. It is a pity that the species dominance debate has not yet (at the time of writing) penetrated the above three fields. The rise of intelligent machines is still too far into the future for such people. They are largely ignorant of the technological trends that will make the rise of the artilects a reality (if humanity chooses to build them). The quality of the species dominance debate is therefore not enriched by the inputs and perspectives of these specialists. However, this will soon change. Thanks to people like Ray Kurzweil in the US and this author in China (who is approached by international journalists who want to write stories or make movies every month), it is likely that within a mere few years, the “species dominance” issue will be as widely known and discussed amongst the general public as is the “climate change” issue, or the “arms trade” issue, or the “global poverty” issue, etc.
The political scientists, philosophers, historians, etc will be able to read or view these popular accounts as will anyone else, and then begin to participate in this hugely important debate. They will bring with them more realistic, less sanguine attitudes towards the rise of the artilect later this century, and hence will contribute significantly to the quality of the debate. At the present time, in the opinion of this author, this debate is too “techified”, too naïve, too gullible. It needs the mature views of the social sciences to make it more robust, more balanced, i.e. more aware of both the positive and the negative consequences to humanity of the rise of the artilect.
The next section discusses some of the more naïve, overoptimistic opinions (in the view of this author) that are expressed by some of the “techies” on the topic of species dominance, and attempts to refute them. It is hoped this section will restore some balance in the debate, by giving greater weight to the possible negative consequences of the rise of the artilect.
3. Naivety of the Techies

As an example of this naivety, this author will single out the opinions of three prominent thinkers in the species dominance debate, to be criticized here, namely the Americans, Ray Kurzweil [1] and Eliezer Yudkowsky [2], and the Brit, Kevin Warwick [3]. Before doing so, we need to introduce some terms to be used later in the discussion [4]. 
Once the homebots start getting really smart, i.e. getting frighteningly close to human intelligence levels, the species dominance debate will rage, and this author sees humanity splitting into 3 main political, philosophical groups, labeled the :-
a) “Cosmists” 
(based on the word cosmos), who will be in favor of building godlike, immortal, massively intelligent machines (artilects), who  could change their structure in microseconds, have virtually unlimited amount of memory, and number of sensors, could think a million times faster than human beings and be trillions  of trillions of times smarter than humans. Cosmists would look on building artilects as a form of “god building”, a “scientist’s religion”.

b) “Terrans” 
(based on the word terra (the earth)), who will be opposed to the building of artilects, arguing that it is too risky to build them. Once the artilects are vastly superior to human beings, they may wipe us out either deliberately, or as a side effect of something they do. The Terrans will argue that the only way to ensure that the risk of human beings being wiped out by artilects is zero is that they are never built in the first place, but this policy runs flatly against the passionate desires (even the “religion”) of the Cosmists. Since the stake in this debate is so huge (i.e. the survival not only of single nation states, but the survival of the whole human species), the dispute between the Cosmists and the Terrans will be murderous and massive, resulting in the opinion of this author in a “gigadeath” war, killing billions of people in the late 21st century.
c) “Cyborgs” 
 (cybernetic organisms, i.e. part machine, part human), who will add “artilectual” components to their own brains and become, step by step, artilects themselves. They argue that they want to become gods themselves and avoid the bitter conflict between Cosmists and Terrans. They argue that if (all) humans themselves become artilects, there will be no humans left to be dominated by artilects and cyborgs (who quickly will become artilects anyway). The Cosmist-Terran dispute would thus evaporate.
Now that these 3 labels have been introduced, we can turn to the views of the three thinkers mentioned above, by presenting briefly their main ideas, and then criticizing them.
i) Kurzweil : Naively Optimistic

Ray Kurzweil [1] is now appearing regularly in the US media, by claiming that computers will be reaching human intelligence levels in the next few decades, and that many of the technologies that will allow this to happen are improving at exponential rates. The author of this paper (de Garis) has no problem with such predictions, and has made similar predictions in his own earlier book [4]. However, when one reads Kurzweil’s latest book [1], one (or at least this author) is struck by how enormously optimistic he is. He thinks that the rise of the artilect will be a wonderful thing for humanity. We will be able to turn ourselves into cyborgs, with artificial brains in our heads, increase our intelligence, have a direct connection from the internet to our retinas, etc. He spends pages and pages ringing the praises of such developments, yet devotes barely a page to possible things that could go wrong. In the opinion of this author, he is wildly, naively optimistic.
Critique :

The author wrote a whole book [4] spelling out why he thinks that a major war, killing billions of people is coming over the issue of species dominance. In essence, the main idea of this book is that the Cosmists and the Terrans will use late 21st century weapons in a major war against each other. The Cosmists will defend their right to build artilect gods, a religion to them, and the Terrans will defend their right to survive as humans. Both groups will be well informed of the views of the other and will have equal access to the latest weapons. 
If one extrapolates up the graph of the number of people killed in major wars from the early 19th century to the late 21st century then one predicts that an “artilect war” occurring with late 21st century (nano) weapons will kill not millions but billions of people (gigadeath). The 20th century saw between 200 and 300 million people killed for “political reasons” (i.e. wars, purges, genocides, ethnic cleansings, etc). It was the bloodiest century in history. 
It is the impression of this author that Kurzweil is simply not genetically wired to be a pessimist, or at least to consider in a balanced fashion the very real possibility that the rise of the artilect could be an utter disaster for humanity. After all, look at human history. Whenever a culture with superior weapons and technology confronted an inferior culture, it was the latter that was decimated. There have been many examples of this. It is simply naïve and gullible to believe that the rise of the artilect will be all sweetness and light. Kurzweil simply does not consider the possibility that humanity might be decimated by the rise of the artilect. This is a major failing, that unfortunately reinforces the international stereotype that Americans are gullible and naïve, a view commonly held in old world countries, especially in Europe. One wonders that if most Americans are still gullible enough to be religious (believing in such nonsense as life after death, sons of gods, resurrections, virgin births, miracles, angels, etc) then perhaps they are also gullible enough to believe that the rise of the artilect will of necessity be a wonderful thing, with no risks to humanity involved. 
(By the way, in case readers are now thinking that the author is a “died in the wool” Terran, let him set the record straight. Privately, he is a Cosmist. Look at his job. He is building China’s (the planet’s?) first artificial brain. But publicly, he is very ambivalent – awed by the prospect of the artilect, yet horrified at the prospect of a gigadeath artilect war. If someone were to put a gun to his head and force him to choose between a) not building artilects (a form of “deicide” to a Cosmist) and b) building artilects, and thus risk seeing humanity being wiped out (“specicide”, where human beings are the species), he would choose building the artilects, arguing that one artilect is “worth” a trillion trillion human beings).
ii) Yudkowsky :  Half Naïve

Eliezier Yudkowsky is a young (still in his 20s) thinker who has made a name for himself in the species dominance debate community, by raising the prospect of “friendly AI”, i.e. intelligent machines who are human programmed to be friendly to human beings, rather in the style of Azimov’s “3 laws of robotics” [2]. At least Yudkowsky acknowledges there is a risk that “unprogrammed” artilects could be a risk to human survival. In that sense he is less naïve than Kurzweil, so this author labels him “half naïve”. But in the opinion of this author, the very idea that human beings can program AIs (artilects) to be human friendly is naïve, for the following reasons.
Critique:

a) The Evolutionary Engineering (EE)  Argument

The main approach that the author takes to building his artificial brains (in China), is that of “evolutionary engineering” i.e. using genetic algorithms to evolve neural network modules in their 10,000s and then connecting them to construct artificial brains. The author hasn’t a clue how his circuits function. They are a black box to him, but they do evolve. For example, the author can evolve a face detector module for a certain person’s face, and only that person’s face. Just how the module works, is unknown to him. It is incredibly complex, involving thousands of artificial neurons, connected in incredibly complex, non linear ways. Yet the net result is that if that circuit sees a particular person’s face, it will output a strong positive neural signal, and output negative valued signals for other people’s faces (and non faces). Why is this of relevance to Yudkowsky’s arguments?

Yudkowsky claims that human beings can program “human safe” characteristics into their computers. This author (de Garis) accepts this idea for machines that are less intelligent than human beings. We do it now. This author programs his robots to behave the ways he wants. But, an artilect, by definition, is more intelligent than human beings, so it is then logically impossible for a being of human level intelligence to program a computer to be smarter than the programmer in the sense that it would require a level of intelligence to program the super human intelligent robot that the human programmer simply does not have.

This is not to say that it is impossible for human beings to create creatures smarter than themselves. Humans have been doing that for millions of years. Such creatures are called children, a few of whom grow up to be a lot more intelligent than their parents. How does this happen? By chance. Random combinations of the parents’ genes create a superior child, by dumb luck. Hence it is possible to generate an intellectually superior creature by randomly tossing genes together, whose programs combine to produce an intellectually superior child. 

A similar argument can be made for building artilects. We use evolutionary engineering methods (Darwinian style, in evolvable hardware) to build our increasingly intelligent artificial brains. This is doable. We take a “mutate and test” approach. If the neuro sciences can tell us what the neural correlates are of human intelligence, then perhaps the brain builders (the artilect builders) can bias the odds of producing a more intelligent machine, by using these intelligence correlates in their mutations.
But, the point is, these artificial brain structures that the brain builders evolve will be too complex to be humanly understood. Yet they are evolvable. They can probably be evolved to perform at levels superior to the human level, but as human beings, we will not understand them. We will not be capable of predicting their behavior towards us, nor their attitudes towards us. Their “ethics” would be utterly alien and unknown to us, therefore it is logically possible that they may think negatively towards us. It is a risk that humanity would have to take if it decides to go ahead and build godlike artilects (or at least the first step, and then the dumber artilects could build smarter artilects, and so on, up the scale).

In short, the evolutionary engineering (EE) approach may be the ONLY way to build machines more intelligent than we are, but the EE approach is inherently risky. As human beings, we could never be sure of the attitudes of artilects towards us. We would not understand them, because by definition, they are smarter than us. We therefore could not control them. They could control us, if they chose to, because they are smarter than us. Hence, the notion of “friendly AI”, i.e. machines smarter than human beings being programmed by human beings, is simply naïve. It’s an unwarranted extrapolation of previous human experience into the future. It’s assuming we can continue the trend of programming dumber machines (i.e. dumber than human beings) to machines smarter than human beings. But that’s a logical contradiction. To be able to do that would require a level of intelligence that human beings just don’t have. One is reminded of the famous quip, “If the human brain were simple enough for us to understand it, we’d be too stupid to understand it.”
b)  The Nano Machine, Cosmic Ray Argument
Let us suppose that the above argument is false, i.e. that human beings could build machines smarter than themselves using only the power of their minds, and not an EE approach. Could one then build a “friendly AI” and thus ENSURE that when future artilects design even smarter artilects that they remain friendly to human beings?  This author doesn’t think so. To build an intelligent machine, of even near human level intelligence that is not the size of a football field, will mean building artificial brains with components the size of molecules, i.e. we will use nanotech. We will probably use artificial neurons, or at least electronic components the size of molecules, with trillions of trillions of them if these machines are of humanly visible size.  But such machines will then be vulnerable to cosmic rays crashing through their circuits, rearranging millions of molecules. Perhaps one could try to make these circuits cosmic ray proof, but there would always be the doubt that something had been left out. It would then only take one “renegade” artilect to have its circuits modified to create a risk to humanity. It could then use its vastly superior intellect to harm human beings if it chose to, by having had its “artilect ethical circuits” randomly altered.

c) The Unpredictable Complexity Argument

Some structures are too complex in their consequences to be predictable before they are executed. Take the example of a simple one dimensional rule for a 1D cellular automaton. One can look at the simplicity of such a rule, and have little idea how complex the behavior of the cellular automaton will be that is generated by that rule. An even more spectacular and powerful example of this unpredictability is the famous Mandelbrot set, that has fractal properties, i.e. it displays the same kind of 2D patterns over and over as one zooms infinitely into the set. This fantastically complex mathematical object could not have been predicted from a mere observation of the trivial rule that generates it.
Similarly, it is highly likely that the artificial neural networks generated in an artificial brain will not be predictable in their behavior before the brain is actually built. That is, the mapping between relatively simple 1D (DNA like) instructions, into a hyper complex 3D structure (in this case an artificial brain) will be unpredictable. The only way of learning what the 1D to 3D mapping is (a form of embryogenesis) will be to actually “run the code” and see what happens. To modify the 3D structure, to perform better than a previous mapping, one will not be able to create the inverse mapping back into a superior 1D instruction. Hence the only way superior instructions can be found that map into superior behaving 3D structures (in this case, 3D artificial brains), will be to mutate those instructions randomly and map them (build them) into their corresponding 3D structures and then measure their quality, eliminating the inferior ones and selectively choosing the superior ones to “survive” into the next generation, i.e. one is forced to employ a genetic algorithm in building hyper complex structures. One will not be able to program them to be “human friendly” because human programmers are simply not intelligent enough to be able to make the hugely complex mapping between the 1D instruction and its 3D structure. 
But, if one actually executes the instruction, i.e. actually builds the 3D structure (e.g. an artificial brain) in order to test it for its quality (i.e. its “fitness”, to use the technical term), then it already exists, and if it is a dangerously evil artificial brain, then it already exists, and may then do real  harm. There is simply no way that this author can think of that will make possible the construction of massively complex structures without using an evolutionary engineering approach. This leaves one in a kind of “Catch 22” situation, namely, “In order to avoid creating an artificial brain that is harmful to human beings, one needs to know before hand that the instructions for its construction result in a harmful artificial brain, and hence one does not choose to execute those instructions. But to get that knowledge, one can only build it to find out. Hence to avoid creating harmful creatures, we need to create them to know that they are harmful. Yudkowsky appears to be insufficiently aware of the hyper-complexities of the embryogenic process, i.e. the mapping between relatively simple 1D instructions and complex 3D structures built by those instructions. We can take ourselves as a classic example. We have a mere 25,000 genes, yet they are enough to build a hyper-complex human brain and body, with 100 trillion cells, all functioning as a team to construct a living, breathing, thinking, human being.
In the light of the above argument alone, it is not surprising that this author gets impatient with Yudkowsky’s naïve arguments. They are simply red herrings that fool the ignorant and gullible. 

d) The “Oops Factor” Argument
A mathematics or physics argument is only as good as its premises. Yudkowsky hasn’t lived long enough to have had much experience in seeing his pet beliefs being refuted over time by better arguments. This author is in his 60s and has seen many such arguments refuted in his lifetime, e.g. John von Neumann’s so called “proof against the existence of hidden variables in quantum mechanics” that he put in his famous QM book in the 1930s. This argument was accepted as gospel by a generation of quantum mechanics until it was refuted by another famous physicist, John Bell in the 1960s. Similarly in the 1980s, John Money preached that sex roles in boys and girls were totally learned, i.e. that no genetic component was involved. He even recommended that a baby boy who lost his penis in a circumcision accident have an operation to change him into a girl with an artificial vagina and be raised as a girl. The result was a disaster as time showed. Now we know so much more about the differences in male and female brains, that Money’s notion seems as ignorant and naïve as astrology.
So, even if a lot of people believe in the idea of “friendly AI”, there is always the possibility that someone will come along later and refute the arguments. “Oops, we didn’t think of that!”

e)  The “Hope for the Best, Prepare for the Worst” Political Argument
Terran politicians will not put at risk the survival of the human species by accepting the arguments of people like Yudkowsky. There is too much at stake. How small does the risk have to be that artilects will exterminate human beings, if they are built, before Terran (global) politicians accept them to be utterly negligible? The answer, given that there are billions of people on the planet, is effectively zero. They will certainly not accept “the word” of AI mathematical theorists of the Yudowsky type. They will say, “So you want to build artilects, and you insist to me that they can be made “human friendly”. Well, what if you’re wrong? What if future events prove you wrong, so that you have to go back to the drawing board, if the artilects haven’t killed you and the rest of humanity first?”
In short, even if Yudkowsky and others with similar arguments feel strongly that they can mathematically “prove” that “human friendly AI” is possible, the politicians will ignore them. There is simply too much at stake (i.e. the survival of the human species, billions of people) to take the risk, no matter how small. The Terran politicians will say “You do not play dice with the human species. Good day!”
iii) Warwick : Quarter Naïve

Kevin Warwick is a professor of cybernetics in the UK, who has written several books on the rise of the artilect [3]. He is well known for being the world’s first “cyborg”, by having electronic implants inserted into his body that allowed doors to open automatically, or to pick up neural signals from his arm muscles and transmit them to a similar transceiver placed in his wife’s arm. 
Warwick takes a Cyborg’s attitude to the rise of the artilect. He thinks that human beings will become an inferior species and may (or may not) be wiped out by the artilects. He sees that there will be no competition between the artilects and cyborgs on the one hand versus the Terrans (humans) on the other, if it comes to a conflict. Kurzweil has expressed similar views to the author in an email a few years ago.
Critique :

i) The Terran “First Strike” Argument
The author agrees with Warwick (and  Kurzweil) that if the Terrans sit around twiddling their thumbs while the artilects come into being and the cyborgs become ever smarter and more like pure artilects every day, then if ever the Terrans decide that they should then go to war against the artilects/cyborgs, they would lose. It would be a “no contest”. The Terrans would simply be too stupid to be able to compete, i.e. to defeat the artilects/cyborgs in a military showdown. But, the Terrans are not stupid, at least not in the early days of the rise of the artilects/cyborgs. The Terrans will be very conscious of the fact that their days as dominant species are numbered, and that if they are to ensure that their dominance continues, they will have to “first strike” during the “time window” in which they still have a chance of winning against the Cosmists / Artilects / Cyborgs. If they wait too long, it will be too late. The artilects and cyborgs will already have come into being. However, the Cosmists are also not stupid. They will be aware of the “first strike” argument of the Terrans and will prepare themselves for it. We have here the prelude to the artilect war. 
Warwick thinks that human beings (Terrans) will become a subspecies and that humanity may survive, if the artilects/cyborgs permit it. This would be a less disastrous scenario than a gigadeath artilect war, but in the view of this author, it is still considered to be rather naïve, but less so than the previous two thinkers, hence the term “quarter naïve”. In other words, this author thinks that Warwick’s scenario that human beings will become the inferior species and have a reasonable chance of surviving in large numbers, is much less likely than the author’s artilect war scenario. It is the (relative) optimism of the Warwick scenario, that this author finds rather naïve. The reason for thinking this is explained in the next section.
4. Accepting the Artilect War Scenario

This author thinks the most realistic scenario is that there will be a war, a terrible, passionate war, killing billions of people. Since such a war will not take place if all human beings become artilects themselves by taking the cyborg route to creating artilects, it is therefore important to refute the idea that all human beings will choose to become cyborgs. This can be done with the following reasons.

i) The “Cyborgian Lock Step” Impossibility Argument

It will be simply impossible that the whole of humanity makes artilectual additions to billions of human brains at the same rate, day by day. Personalities differ, some people will be enthusiastic cyborgs, others not. Some countries (if countries still exist by then) or regions, will be poorer than others and cannot afford mass artilectual cyborgian adaptation. Therefore the world will consist of Terrans, Cosmists, early artilects, and cyborgs at various levels of upgrading. What type of world will this be for the Terrans?
ii) Attitudes of the Terrans

The Terrans will find such a world revolting, alienating, threatening, alarming, for the following reasons :-

a) Losing Their Children

Imagine older parents seeing their adult children transforming themselves into cyborgs, to such an extent that the children become utterly alien beings to their parents. This will be a terrible loss to the parents. It will feel as though their children have died, have disappeared. The parents will be distraught, and loathe the Cyborgian philosophy. 
b) Terran Fear of the Artilects

As humans, they will also fear the even greater alienation they feel towards the increasingly intelligent artilects. They will fear the possible domination of the artilects over them, and the possibility that one day, for whatever reason, the artilects may decide to wipe them out.

c) Murphy’s Law

There is tremendous potential for Murphy’s Law (i.e. if something can go wrong, it will go wrong) to operate in a world consisting of Terrans, Cosmists, Cyborgs, and early artilects. There will be unanticipated negative events that will alarm the Terrans. The early artilects may do things that shock and alarm the Terrans, e.g. shoot a lot of people, for unknown reasons, or poison the water supply of a city, or crash the global economy, for whatever reason. When human dependence on ever smarter machines allows the possibility of a major screw up, then sooner or later it is bound to happen. The general anxiety level of the Terrans will increase as a result. A higher proportion of humanity will then become committed Terrans and will become increasingly hostile towards the religious sounding sentiments of the Cosmists and their dreams of god building. They will also reject becoming cyborgs themselves, not wanting to become something they despise.
d)   Cultural Alienation

As millions of people become increasingly cyborgian, the Terrans will feel increasingly alienated. This will not be a racist type of feeling of the old school that is based on minor differences of skin or hair color, or eye shape. It will be a much deeper level of visceral alienation, a feeling of the cyborgs not being human, of being “inhuman” and hence less worthy of consideration, and kindness. Terrans will feel less disgusted by the murder of a cyborg by a Terran than the murder of a fellow Terran by a Terran.  Correspondingly, they will feel more alarmed by the murder of a Terran by a cyborg than the murder of a Terran by a Terran.
As more and more cyborgs come into being, the Terrans will feel more and more socially alienated. They will feel their world is disappearing around them, alienating them. This feeling will be deeply disturbing, and much stronger than that felt as a tourist in a very different culture. The alienation will be much more visceral, at deep gut level, like living with highly intelligent insects, but insects nevertheless, i.e. non human, deeply alien, painfully alien, and eventually murderously alienating.
5)  The Most Horrible Scenario is the Most Realistic

This section makes the claim that there has been too much optimism in the species dominance debate, and hence too little consideration has been given to the very realistic possibilities of major catastrophes.  The author thinks that the most horrible species dominance scenario is in fact the most realistic, i.e. an artilect war killing billions of people. The Cyborgs’ idea of an artilect war being avoidable by having all humans become cyborgs was shown earlier in this paper to be unrealistic. The revulsion of the Terrans towards the Cyborgs and their fear of the artilects and Cosmists, will mean they will fight for their survival, launching a first strike against the Cosmists and the early Cyborgs, before it is too late for them, while they still have the intellectual ability to win such a war. But the Cosmists and Cyborgs will anticipate this first strike and hit back immediately. Hence the artilect war will begin, and with late 21st century weapons, the number of deaths (according to the “deaths graph” mentioned earlier) will be in the billions (gigadeath). The author sees this as the most likely scenario. He may of course be wrong. Only time will tell. It is however, a scenario that too many Americans in the species dominance debate community reject, based not on rational argument, but for reasons of temperament, and in the view of the author, national temperament.
Perhaps this is due to the fact, that it has been mostly the US that has led this debate. Americans have an international reputation for being too optimistic, even childishly so.  Perhaps the US is not a fit culture to be leading the discussion on the possibility of a major disaster concerning the rise of the artilect later this century. Perhaps it has a “cultural blind spot” concerning such things, making it unlikely that it can realistically face up to the prospect of a major catastrophe. Look at America’s attitudes towards guns. 190+ other countries condemn Americans’ attitudes toward guns, and simply shake their heads in quiet disgust every time they hear in the news that yet another mass shooting has occurred in the US. They shake their heads and mutter – “They never learn, those Americans. You don’t give razor blades to babies”. Japan has about 100 gun murders a year, compared to America’s 30,000, simply because private guns are banned in Japan.
Perhaps Americans are genetically too optimistic to be realistic about the negative possibilities of the rise of the artilect. The US is after all a former colony, that only optimistic, energetic, lower class Europeans selected themselves in migrating to. Perhaps the leadership in the species dominance debate should go to another part of the world. (Perhaps Europe, or China, once it has become a democracy and has freedom of speech, which should occur in about a decade or so). (White) Americans after all, have never had a major war on their territory. (Even the US Civil War was a minor affair confined to a half dozen states, and killing a mere half million people. During the same decade in China, the “Taiping Rebellion” killed about 20 million Chinese). 
Thus Americans have no first hand experience of a major tragedy within living memory, the way the Europeans have, under Hitler (who killed about 50 million people), or the Russians under Stalin (who killed about 40 million in his purges), or the worst of all, the Chinese under Mao (who killed about 70 million people) and as recently as the 1950s, 60s and 70s. Hence Americans may have a more difficult time accepting intuitively really negative scenarios, because such things lie outside their national life experience. It is therefore probably not surprising, that the author (who has lived more than a year in 7 countries (Australia, England, Holland, Belgium, Japan, America, China)) notices a correlation between a) the people of a country being less likely to accept the idea of a possible catastrophic “artilect war” killing billions of people and b) the richer, more democratic and shorter the history is of that country. Americans are known internationally for being optimistic, but the suspicion exists in the mind of the author, that that optimism may be naïve and hence dangerous when it comes to leading the species dominance debate. As mentioned above, perhaps that leadership should pass to another region of the world (but probably not for another few years or even a decade yet). At least the Americans are good at pioneering such a debate and for the time being, they are dominating it.
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